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ARTICLE INFO ABSTRACT

Article history: Cybersecurity is a critical component of national defense, yet
conventional Intrusion Detection Systems (IDS) often face limitations
such as high false positive rates, detection delays, and difficulty adapting
to dynamic attack patterns, leading to potential blind spots in defense
networks. This study aims to design an adaptive IDS that balances
detection accuracy, false positives, and operational efficiency through the
Keywords: application of multi objective Particle Swarm Optimization (PSO). Using
the CICIDS2o017 dataset, which simulates realistic modern network traffic
and attack scenarios, we developed and evaluated a PSO optimized IDS
model. The experimental methodology included preprocessing, feature
selection, model training, and optimization of key performance
objectives—maximizing detection rate (DR), minimizing false positive
rate (FPR), and reducing latency. The results demonstrate that the
proposed PSO IDS achieved a detection rate of 0.96 compared to 0.85 in
conventional IDS, reduced the false positive rate from 0.18 to 0.07, and
lowered average detection latency from 0.35 seconds to 0.12 seconds.
Pareto front analysis confirmed that the multi objective optimization
effectively balances conflicting parameters, delivering more robust and
resilient intrusion detection. These findings indicate that PSO based
multi objective IDS can serve as a practical and scalable solution for
strengthening national cyber defense infrastructures, while also
providing policy relevant insights on the integration of Al driven
optimization methods into defense strategies.
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1. INTRODUCTION

Cybersecurity has become one of the most crucial strategic issues in the era of digital
transformation, especially when it comes to national defense (Mdller, 2023; Stewart, 2023). Modern
defense infrastructure that relies on information technology based network and communication
systems is vulnerable to cyber attacks that are increasingly complex, adaptive, and unpredictable
(Colajanni & Marchetti, 2021; Zhou et al., 2021). Such attacks not only have the potential to disrupt
operational stability, but can also threaten national sovereignty (Dan & Pandey, 2024). In this context,
Intrusion Detection Systems (IDS) are one of the vital mechanisms used to detect anomalous activity
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in networks. However, the effectiveness of conventional IDS is often hampered by high false positive
rates (FPR), delays in detection (latency), and limitations in dealing with dynamic attack patterns
(Abdulganiyu et al., 2024; Alazab et al., 2024). This condition emphasizes the need for a new approach
that is more adaptive and capable of optimizing various aspects of IDS performance simultaneously.

The main problem faced is how to design an IDS system that is not only capable of improving
detection accuracy, but also reducing false alarms and maintaining the operational efficiency of the
defense network. This challenge becomes even more complex due to the need to balance various
performance parameters that are often contradictory, such as increasing the detection rate, which can
trigger an increase in FPR (Kurniabudi et al., 2020; Oksuz et al., 2021). In the context of national
defense, this imbalance can have fatal consequences as it has the potential to create blind spots in the
security system.

Previous studies have attempted various approaches, including machine learning and deep
learning, to improve IDS performance. Ahmad et al., (2021) discusses the results of a systematic review
of ML and DL based NIDS systems, which shows that 60% of studies use DL, 20% use ML, and 20%
use hybrid systems, with detection accuracy often reaching >95% on older datasets but decreasing on
newer datasets such as UNSW NBi5 or CICIDS2017, and still facing problems of high false alarm rates
and detection of minority/zero day attacks. Another study by Lansky et al., (2021) discusses a
systematic review of deep learning based IDS covering methods such as auto encoder, RBM, DBN,
RNN, DNN, CNN, and hybrid, with results showing high detection accuracy (up to >99% on
KDDCupg9) but declining on new datasets such as NSL KDD, UNSW NBi5, and CICIDS2017, and still
facing challenges of high false alarms, dataset limitations, and minority/zero day attack detection, thus
requiring more adaptive models and representative datasets for further research. Another study by
Saranya et al., (2020) Discusses the performance analysis of various machine learning algorithms on
Intrusion Detection Systems (IDS) using the KDD'gg dataset, where the experimental results show
that the Random Forest algorithm achieves the highest accuracy (99.65%), better than LDA (98.1%)
and CART (98%), and confirms that the effectiveness of IDS is highly dependent on the choice of
algorithm, dataset size, and application used. These findings indicate that while ML and DL based IDS
approaches can achieve very high accuracy on benchmark datasets, their performance often degrades
in real world or more recent datasets, highlighting persistent challenges such as false alarms, dataset
representativeness, and adaptability to evolving cyber threats.

The objective of this study is to apply multi objective Particle Swarm Optimization (PSO) to
improve the performance of Intrusion Detection Systems (IDS) in national defense infrastructure.
Unlike conventional approaches that often prioritize a single performance metric, this research
emphasizes the simultaneous optimization of multiple critical objectives, namely detection rate, false
positive rate, latency, and resource efficiency. By addressing these interdependent factors in a unified
framework, the proposed approach ensures that the resulting IDS is not only more accurate but also
more adaptive and resilient in facing sophisticated and evolving cyber threats. This is particularly
important in defense networks, where even marginal improvements in detection capability or
reduction in false alarms can translate into significant enhancements in operational readiness and risk
mitigation.

Gap analysis reveals that although a substantial number of studies have explored
optimization-based IDS solutions, significant research gaps remain in the specific context of national
defense. Most prior works have either focused on generic enterprise networks or applied single
objective optimization methods, leaving critical challenges unaddressed in environments that demand
higher reliability and robustness. In particular, the application of multi objective optimization
techniques to address real-world threats that evolve dynamically has not been sufficiently explored
(Chen et al., 2025; Harrison et al., 2020). Defense infrastructures are exposed to unique classes of
attacks such as advanced persistent threats (APTs), stealth intrusions, and coordinated distributed
campaigns that require IDS models capable of balancing sensitivity and specificity without
compromising operational efficiency. This study aims to fill this gap by proposing a more
comprehensive, adaptive, and practically deployable IDS model tailored for national cyber defense.
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The novelty of this research lies in the integration of PSO with a multi objective optimization
framework specifically designed for defense-oriented cybersecurity systems. While PSO has been
applied in various domains, its utilization to balance multiple IDS performance trade-offs in critical
defense infrastructure remains limited. This work demonstrates that multi objective optimization not
only enhances system robustness but also provides a flexible spectrum of solutions along the Pareto
Front, enabling decision-makers to select models that align with specific defense priorities, such as
prioritizing minimal false positives for operational efficiency or maximizing detection rate for high-
threat environments. From a methodological standpoint, the study advances the field by combining
rigorous optimization with real-world dataset validation (CICIDS2017), ensuring both theoretical
relevance and practical applicability.

Practically, this research provides strong justification for the integration of metaheuristic
algorithms into national cybersecurity strategies. The findings highlight that multi objective PSO can
significantly improve the adaptability of IDS in responding to modern and emerging threats, thereby
reducing vulnerabilities in critical defense systems. Beyond its technical contribution, the study also
carries strategic implications: by demonstrating the viability of Al-driven optimization, it encourages
policymakers to adopt such adaptive solutions as part of broader cyber defense frameworks. In doing
so, the research not only contributes to academic literature but also offers actionable insights for
strengthening national cyber resilience in the face of increasingly complex global threat landscapes..

2. RESEARCH METHOD

This study uses a quantitative experimental approach by designing a multi objective Particle
Swarm Optimization (PSO) based intrusion detection system. The experiment was conducted using
the CICIDS2017 Dataset, which represents normal and anomalous network traffic in a real world
corporate simulation environment (Sharafaldin et al., 2018).

The CICIDS2017 dataset was developed by the Canadian Institute for Cybersecurity (CIC),
and it is widely recognized as a modern benchmark in intrusion detection research. It mimics real-
world corporate network traffic conditions by including both normal activities and a wide variety of
attack scenarios. The dataset consists of more than 2.8 million records collected over a five-day period
(Monday to Friday). Each record includes over 8o traffic features such as network statistics, protocols,
applications, and payloads.

The attack distribution within CICIDS2017 is highly diverse, DoS and DDoS attacks account
for approximately 1.2 million records, Brute Force FTP/SSH attacks comprise around 55,000 records,
PortScan traffic includes nearly 160,000 records, Web Attacks (such as SQL Injection, XSS, and Brute
Force) include more than 2,000 records, Botnet activity adds over 2,000 records, Infiltration attacks
are represented by 36 records, and Heartbleed attacks by 11 records. Normal traffic dominates the first
day (around 83% of Monday’s data), and as the week progresses, various attack types are injected,
gradually reducing the proportion of normal traffic. This distribution is particularly valuable for
research because it reflects both frequent and large-scale attacks (e.g., DDoS, PortScan) as well as rare
but critical threats (e.g., Infiltration, Heartbleed). Compared to older datasets like KDDCupgg or NSL-
KDD, CICIDS2017 provides a more balanced structure, better diversity, and closer proximity to real-
world conditions, making it an ideal choice for strengthening intrusion detection research in national
cyber defense contexts.
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Figure 1. Research Flowchart
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The research stages began with the data preprocessing process, which included cleaning the
data of duplicates and empty values, normalizing the feature scale using min max scaling, and selecting
significant features using the information gain or mutual information approach (Chicco et al., 2022;
Dhawas et al., 2024). These steps ensure that the model receives high-quality inputs and that irrelevant
or redundant attributes are minimized, reducing computational cost while maintaining detection
accuracy. After preprocessing, the dataset was divided into two parts, namely 70% for training and 30%
for testing, which is a common ratio to balance model learning and independent evaluation. The next
stage is the design of a multi objective optimization based intrusion detection model using Particle
Swarm Optimization (PSO). At this stage, the objective function is formulated to maximize the
detection rate, minimize the false positive rate and latency, and optimize resource efficiency. The
optimization process is carried out by initializing particles, evaluating the objective function, and
updating the position and velocity of particles based on personal best and global best until convergence
is achieved. The IDS model is then built by utilizing classifiers whose parameters are optimized by
PSO, such as Random Forest or Neural Network. Performance evaluation is carried out using the
metrics of Detection Rate, False Positive Rate, Precision, Recall, F1 score, and Latency, and is further
analyzed through Pareto Front visualization to illustrate the trade off between metrics. The final results
are then validated using the k fold cross validation approach to ensure model generalization (Gorriz
et al., 2024; Yates et al., 2023).

In this study, Particle Swarm Optimization (PSO) is used to optimize multi objective
objective functions in intrusion detection (Trivedi et al., 2020; Yong et al., 2020). Each particle
represents a candidate solution in the form of intrusion detection model parameters, and its position
is updated based on individual experience (personal best, pbest) and global experience (global best,
gbest). Unlike other metaheuristics such as Genetic Algorithms or Ant Colony Optimization, PSO
requires fewer parameters and converges faster, which makes it particularly suitable for real-time
cybersecurity applications where computational efficiency is essential.The basic equations for
updating the velocity and position of particles are as follows (Jain et al., 2022; Shami et al., 2022):

vi(t + 1) =Ww. 17i(t) + €. 7. (pbest - xi(t)) + Cz.T73. (gbest - (1)
x;(0)x;(t + 1) = x;(¢) + vt + 1)

with:

v;(t) = the velocity of the third particle at iteration t,

x;(t) = position of the third particle in iteration ¢,

w = inertia factor,

¢, ¢, = cognitive and social learning coefficients,

1,7, = random numbers in the range [0,1].

The multi objective objective function in this study is formulated as a combination of three
main aspects of IDS performance: the detection rate (DR), which must be maximized; the false
positive rate (FPR), which must be minimized; and latency (L), which must also be minimized.
Mathematically:

max f;(x) = DR(x) ()
min f,(x) = FPR(x) (3)
min f;(x) = L(x) (4)

Thus, the multi objective optimization problem can be formulated as:
find x* € X therefore {f1(x), f>(x), f5(x)}
Produces a set of Pareto optimal solutions, which are solutions that cannot be improved in
one objective without worsening another objective (Lin et al., 2022; Roy et al., 2023). The optimization
results are then visualized using the Pareto Front, which allows cybersecurity researchers and
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practitioners to select the best solution according to national defense policy priorities. This
visualization is especially valuable for decision-makers in defense contexts, since it provides flexibility
in choosing trade-offs between maximizing security (high detection rate) and maintaining operational
efficiency (low false positives and latency)..

3. RESULTS AND DISCUSSIONS
1. Detection Rate Analysis (DR)

The analysis in Figure 1 shows that the proposed PSO IDS model achieved a detection rate of
0.96, which is markedly higher than the 0.85 obtained by the conventional IDS. This 11 percentage
point improvement demonstrates that the optimization process introduced by PSO enables the system
to capture more sophisticated intrusion patterns, including stealth and distributed attacks. Such an
enhancement is critical in national defense networks, where even a small increase in detection
capability can significantly reduce security risks.

Comparison of Detection Rate
Lo 0.96

0.8 4

0.6

Detection Rate

0.4 1

0.2 4

0.0 -

Conventional IDS PSO-IDS

Figure 2 Comparison of Detection Rate

2. False Positive Rate Analysis (FPR)

Figure 2 illustrates a sharp reduction in false positives when using PSO IDS. The false positive
rate decreased from 0.18 in the conventional IDS to only 0.07 in PSO IDS, reflecting a reduction of
more than 60%. This improvement indicates that the optimization not only strengthens detection
capability but also enhances classification precision. In practical terms, this means fewer unnecessary
alerts for security analysts, thereby improving operational efficiency in defense Security Operation
Centers (SOCs).
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Comparison of False Positive Rate
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Figure 3. Comparison of False Positive Rate
3. Latency Analysis
In terms of latency, Figure 3 demonstrates that PSO IDS significantly outperformed the
conventional IDS. The average detection latency was reduced from 0.35 seconds to o0.12 seconds,
equivalent to a 65% improvement in processing time. This rapid detection speed is crucial for real time
defense environments where immediate response is required to neutralize cyber threats before they
escalate.

Comparison of Detection Latency
035

Latency (seconds)

Conventional IDS PS0O-IDS

Figure 4. Comparison of Detection Latency
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4. Trade off Multi Objective Analysis

The Pareto Front in Figure 4 highlights the balance between detection rate (DR) and false
positive rate (FPR) across multiple PSO optimized solutions (Pi-Ps). The results show that DR
gradually improved from 0.90 (P1) to 0.96 (P5), while FPR concurrently decreased from o.15 (P1) to 0.07
(Ps). This simultaneous enhancement demonstrates that PSO effectively negotiates the trade off
between sensitivity and specificity, producing solutions that are both accurate and reliable. Compared
to conventional single objective optimization, this multi objective approach offers more stable and
balanced performance, making it highly suitable for deployment in critical defense infrastructures.

Pareto Front DR vs FPR (PSO Optimization)

0.96 4 =P
0.95 L N
0,94 - L L
a4
I
=
=
2 0,934
—
A
z
0.92 R
0.91
0.90 - L Ra
007 0,08 0.09 0,10 011 0.12 013 0.14 015
False Positive Rate
Figure 5. Parento Front DR vs FPR (PSO Optimization)
Discussions

The application of multi-objective Particle Swarm Optimization (PSO) in Intrusion
Detection Systems (IDS) has proven capable of overcoming the limitations of conventional IDS. An
increase in detection rate to 0.96 compared to 0.85 in the old system demonstrates the model's ability
to recognize more complex attack patterns, including hidden and distributed attacks. This confirms
that an optimization-based approach can provide significant added value to threat detection
effectiveness, which in turn strengthens the resilience of national defense infrastructure against
advanced cyber threats. Furthermore, Pareto Front analysis shows that this improvement was not
achieved at the expense of other aspects, but rather went hand in hand with a decrease in false positive
rate and latency.

From an operational reliability perspective, the reduction in the false positive rate from 0.18
to 0.07 (more than 60%) is a significant finding. The high number of false alarms in conventional IDS
often creates an excessive workload for security analysts in Security Operation Centers (SOC), which
can potentially reduce the effectiveness of responses to real attacks. With fewer irrelevant
notifications, analysts can focus more on priority threats, thereby improving operational efficiency. In
addition, these results also show that the implementation of PSO not only improves detection
accuracy, but also supports more effective management of human and technological resources in the
context of cyber defense.
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The speed of detection is also a crucial factor. Research results show that the average latency
has decreased dramatically from o0.35 seconds to o0.12 seconds, or about 65% faster. This advantage is
particularly important in the context of defense, which requires real-time responses to prevent the
spread of attacks or further damage to critical infrastructure. With faster detection, defense systems
have a greater chance of proactively mitigating threats rather than reacting to them. This makes PSO-
based IDS not only a monitoring tool, but also a key component in active defense strategies.

In the Indonesian context, cyber defense has become a national strategic issue handled by
various institutions, including the National Cyber and Crypto Agency (BSSN), the Indonesian National
Armed Forces (TNI), and cyber security operation centers in the government and military sectors.
Security Operation Centers (SOC) in Indonesia are tasked with monitoring large-scale network traffic
and responding quickly to incidents. The results of this study are directly relevant to SOCs in Indonesia
because they can reduce the workload of analysts by lowering the false positive rate to 0.07, thereby
reducing the potential for alert fatigue and increasing focus on priority threats such as Advanced
Persistent Threats (APTs), which often pose a challenge to national defense. In addition, the reduction
in detection time from 0.35 seconds to 0.12 seconds strengthens the SOC's ability to respond quickly
to coordinated attacks that could potentially target critical infrastructure such as energy,
transportation, and defense systems.

The implementation of PSO-IDS can also support the Indonesian government's policy in
building adaptive national cyber resilience. With the integration of artificial intelligence-based
optimization methods, SOCs in Indonesia can improve the efficiency of human and technological
resource utilization. This is in line with BSSN's policy direction to develop a robust National
Cybersecurity Framework that is adaptive to global threat dynamics. Thus, the results of this study not
only contribute academically, but also have a practical impact in strengthening Indonesia's
cybersecurity resilience.

From a policy perspective, these findings underscore the urgency of integrating
optimization-based and artificial intelligence approaches into national cybersecurity policies.
Governments can encourage the implementation of metaheuristic-based adaptive IDS such as PSO in
defense networks, government, and other critical infrastructure sectors. In addition, investment
policies in research and development (R&D) of adaptive security technologies need to be increased so
that defense systems can adapt quickly to the evolution of threats. Thus, PSO IDS is not only relevant
as a technical solution, but also a strategic one, supporting the creation of a sustainable and resilient
cybersecurity policy framework in the face of global threat dynamics.

4. CONCLUSION

This research successfully addresses the main challenges of conventional Intrusion Detection Systems
(IDS) in the context of national defense, namely low detection rates, high false positive rates, and
latency that hinders real-time detection. Through the application of multi-objective Particle Swarm
Optimization (PSO), the developed IDS system was able to increase the detection rate from 0.85 to
0.96, reduce the false positive rate from 0.18 to 0.07, and accelerate detection latency from 0.35 seconds
to 0.12 seconds. These results demonstrate that the PSO approach not only improves detection
accuracy but also maintains a balance between sensitivity and specificity, making IDS more adaptive
in dealing with increasingly complex and dynamic cyber attack patterns. From an academic
perspective, this research contributes to the advancement of metaheuristic optimization methods in
cybersecurity. The integration of PSO with multi-objective optimization frameworks demonstrates
that intrusion detection can be simultaneously optimized for accuracy, efficiency, and reliability. This
work adds to the body of knowledge by showing how PSO can outperform single-objective
optimization methods and conventional machine learning-based IDS in environments characterized
by evolving and heterogeneous threats.Beyond its technical merits, the findings carry significant
implications for national cyber defense. The PSO-based IDS system can serve as a foundation for
strengthening critical infrastructure, reducing the workload of analysts in Security Operation Centers
(SOCs), and enhancing rapid response capabilities against intrusions. In the Indonesian context, the
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adoption of such adaptive systems aligns with national strategies led by BSSN and TNI to secure
defense networks and critical infrastructure sectors such as energy, transportation, and
communications. Although the results are promising, there are limitations that can be addressed in
future studies. First, testing should be extended to other large-scale and real-time datasets beyond
CICIDS2017 to further validate robustness. Second, hybrid models that combine PSO with deep
learning or ensemble approaches may yield even higher accuracy. Third, implementation in real SOC
environments in Indonesia can provide insights into operational challenges and scalability. Finally,
exploration of adaptive PSO parameter tuning methods can further enhance convergence speed and
detection precision.
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