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ARTICLE INFO ABSTRACT

Article history: The rapid expansion of interconnected enterprise networks has
intensified cybersecurity threats, while traditional signature-based
intrusion detection systems remain ineffective against evolving and
imbalanced attack patterns, particularly zero-day and low-frequency
attacks. This study aims to develop an optimized and practically
deployable intrusion detection framework by leveraging a Random
Keywords: Forest classifier on the CIC-IDS2017 benchmark dataset, with emphasis
on robust minority attack detection, computational efficiency, and
interpretability for real-world security operations. The proposed
method integrates comprehensive data preprocessing, Synthetic
Minority Over-sampling Technique (SMOTE) for class imbalance
mitigation, feature importance-driven dimensionality reduction, and
exhaustive grid search-based hyperparameter optimization within a
unified machine learning pipeline. Experiments conducted on 2.52
million network flow records demonstrate that the optimized model
achieves 98.14% accuracy, 96.25% weighted Fi-score, and 0.993 ROC-
AUC, while maintaining stable performance across all attack
categories, including minority classes such as Infiltration and Botnet
with Fi-scores exceeding 93%. Feature selection reduced
dimensionality by 58.3% and training time by 63.2% without degrading
performance, enhancing deployment feasibility in enterprise intrusion
detection environments. Comparative analysis confirms that the
proposed approach outperforms baseline Random Forest models,
traditional machine learning methods, and recent deep learning
approaches while requiring significantly lower computational
resources. These findings indicate that a holistically optimized Random
Forest framework offers a reliable, interpretable, and operationally
efficient solution for real-world network security monitoring and cyber
defense systems.
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1. INTRODUCTION
Information technology advancement has fundamentally transformed cybersecurity landscapes across
global networks. Organizations increasingly rely on interconnected systems for business operations
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and public services, expanding the threat landscape exponentially. Modern threat actors deploy
sophisticated attacks including DDoS campaigns, Brute Force authentication attacks, Botnet
orchestrations, and web application exploitations leveraging unknown vulnerabilities. Traditional
signature-based Intrusion Detection Systems demonstrate significant limitations when confronting
novel or polymorphic threats lacking established attack signatures, rendering them ineffective against
zero-day exploits and adaptive malware. Consequently, the cybersecurity community has embraced
machine learning paradigms for enhanced detection through pattern recognition and anomaly
identification. The CIC-IDS2017 dataset from the Canadian Institute for Cybersecurity encapsulates
benign traffic and realistic attack scenarios. Its availability through Kaggle democratizes access for
researchers worldwide, facilitating structured empirical investigations and reproducible validation of
security frameworks.. Given the dataset's inherent complexity, featuring high-dimensional attribute
spaces and diverse attack taxonomies, the Random Forest algorithm emerges as a particularly suitable
analytical approach due to its demonstrated proficiency in processing high-dimensional data
structures, maintaining robustness against noisy observations, handling class imbalance effectively,
and providing interpretable feature importance metrics that enable security analysts to understand
which network characteristics most strongly indicate malicious activity (Ahmad et al., 2021; Khraisat
et al., 2019; Thakkar & Lohiya, 2021). Random Forest has consistently demonstrated superior
performance in network intrusion detection tasks, outperforming traditional machine learning
approaches while maintaining computational efficiency suitable for real-time deployment (Ferrag et
al., 2020; Liu & Lang, 2019). Therefore, leveraging Random Forest classification techniques for cyber
attack detection using the CIC-IDS2017 benchmark represents a strategically sound approach toward
developing more effective, adaptive, and resilient cyber defense systems capable of protecting critical
digital assets against the continuously evolving threat landscape facing modern networked
environments (Ahsan et al., 2022; Warzynski & Kotaczek, 2020).

Despite the comprehensive nature of the CIC-IDS2017 dataset, research utilizing this
benchmark continues to encounter substantial methodological challenges that remain incompletely
resolved in existing literature. A primary impediment involves severe class imbalance distribution,
wherein certain attack categories such as Infiltration and Web Attack contain dramatically fewer
training samples compared to both benign network traffic and high-volume attack types like Denial of
Service (DoS) or Distributed Denial of Service (DDoS) assaults. This pronounced data imbalance
introduces systematic bias into machine learning algorithms, causing models to preferentially predict
majority classes while demonstrating substantially degraded performance when identifying minority
attack categories, thereby compromising the detection system's ability to recognize infrequent yet
potentially critical security threats (Ferndndez et al., 2018; Kotsiantis et al., 2006). Furthermore, the
CIC-IDS2017 dataset encompasses over eighty distinct network flow features extracted from raw packet
captures, yet not all attributes contribute meaningfully to attack classification accuracy (Ring et al.,
2019; Sarhan et al., 2021). Redundant features increase computational cost and overfitting risk. The
dataset's diverse attacks require careful Random Forest hyperparameter tuning. This research
addresses class imbalance mitigation, optimal feature selection, hyperparameter optimization, and
comprehensive evaluation metrics to develop an effective intrusion detection framework..

Scholarly investigations examining cyber attack detection methodologies utilizing the CIC-
IDS2017 benchmark dataset have proliferated substantially within recent academic literature,
encompassing diverse algorithmic approaches spanning traditional machine learning and
contemporary deep learning architectures. Empirical studies have systematically evaluated
classification algorithm effectiveness in identifying malicious traffic patterns embedded within
realistic network flows. Recent studies have demonstrated Random Forest's superior performance
capabilities when detecting Denial of Service (DoS) and Distributed Denial of Service (DDoS) attack
variants, although their findings revealed performance degradation when classifying minority attack
categories characterized by limited training sample availability (Booij et al., 2021; Yin et al., 2017).
Foundational work on the CIC-IDS2017 dataset comprehensively documented its architectural design,
emphasizing the critical importance of rigorous data preprocessing protocols prior to initiating model
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training procedures to ensure optimal learning outcomes (Moustafa & Slay, 2015; Sharafaldin et al.,
2018). Additionally, recent investigations have explored ensemble learning architectures integrating
Random Forest classifiers with Neural Network components to enhance detection accuracy for
sophisticated attacks exhibiting evasive characteristics that traditional single-model approaches
struggle to identify (Ashiku & Dagli, 2021; Kasongo & Sun, 2020). However, a substantial proportion of
existing research prioritizes comparative algorithmic performance evaluation without dedicating
sufficient methodological attention to feature selection optimization or systematic class imbalance
mitigation strategies. Alternative research directions have pursued deep learning methodologies
including Long Short-Term Memory (LSTM) recurrent networks and Convolutional Neural Network
(CNN) architectures, yet these approaches inherently demand substantial computational resources
and extended training durations that may limit practical deployment feasibility in resource-
constrained operational environments (Faker & Dogdu, 2019; Shone et al., 2018; Vinayakumar et al.,
2019). Comprehensive literature synthesis reveals Random Forest consistently maintains competitive
performance standing among intrusion detection algorithms, particularly when processing large-scale
datasets characteristic of enterprise network monitoring scenarios (Bamakan et al., 2016; Tama & Rhee,
2019). Nevertheless, prior investigations have insufficiently addressed advanced preprocessing
techniques and systematic hyperparameter optimization methodologies, creating substantial research
opportunities for more structured Random Forest evaluation frameworks. Specifically, integrating
sophisticated data balancing techniques such as Synthetic Minority Over-sampling Technique
(SMOTE) with strategic feature selection algorithms represents an underexplored research avenue
warranting systematic investigation to maximize intrusion detection system effectiveness while
maintaining computational efficiency and real-world deployment viability (Chawla et al., 2002;
Thabtah et al., 2020).

This investigation develops an optimized Random Forest intrusion detection framework using
CIC-IDS2017 dataset through four primary objectives: (1) implementing comprehensive preprocessing
including data cleansing, normalization, and SMOTE-based class balancing; (2) employing strategic
feature selection to identify discriminative attributes while reducing dimensionality; (3) optimizing
Random Forest hyperparameters through systematic grid search encompassing ensemble size, tree
depth, and split criteria; and (4) establishing multi-metric evaluation protocols utilizing accuracy,
precision, recall, Fi-score, and ROC-AUC to assess performance across diverse attack categories,
ultimately producing actionable recommendations for operational deployment in network security
infrastructures.Despite extensive CIC-IDS2017 utilization in intrusion detection research, critical gaps
persist. Existing Random Forest implementations predominantly report baseline performance without
integrating comprehensive data balancing or feature selection, yielding models with inflated accuracy
driven by majority class predictions while severely underperforming on minority attack categories like
Web Attacks and Infiltration. Additionally, prevalent deep learning approaches, though demonstrating
superior controlled performance, demand substantial computational resources impractical for real-
time operational deployment. Furthermore, limited attention toward feature importance analysis
neglects opportunities for enhancing model interpretability crucial for security analyst trust and
regulatory compliance in production systems. The sensitivity of Random Forest ensemble performance
relative to specific hyperparameter configurations within complex, high-dimensional datasets
characteristic of CIC-IDS2017 remains underexplored, with most studies adopting default parameter
values or limited grid search approaches rather than comprehensive optimization strategies (Bergstra
& Bengio, 2012; Probst et al., 2019). Critically, prior investigations seldom examine synergistic effects
arising from integrated deployment of class balancing techniques, strategic feature selection
algorithms, and systematic hyperparameter tuning methodologies, potentially overlooking significant
performance improvements achievable through holistic optimization frameworks (Saputra, 2024).
Consequently, substantial research opportunities exist for developing methodologically rigorous,
comprehensively optimized approaches specifically targeting enhanced Random Forest-based
intrusion detection system consistency across heterogeneous attack taxonomies, thereby advancing
the state-of-the-art in machine learning-driven network security analytics.
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The principal novelty of this investigation resides in the systematic integration of three critical
methodological components: class imbalance mitigation, feature importance-driven selection, and
comprehensive Random Forest hyperparameter optimization specifically calibrated for CIC-IDS2017.
This integrated approach fundamentally differentiates the research from antecedent investigations
that applied algorithms without holistic pipeline optimization, leaving substantial performance
improvements unrealized. The synergistic combination substantially enhances model proficiency in
detecting minority attack classes that conventional approaches fail to identify due to insufficient
training representation and majority class bias. This investigation contributes novel insights through
comprehensive empirical evaluation quantifying each preprocessing stage's discrete performance
impact, including systematic analysis of how class balancing influences recall metrics and how feature
selection reduces complexity while preserving accuracy. The research offers empirically validated
hyperparameter configurations from exhaustive grid search experimentation, establishing benchmark
parameters for future development. This framework produces systems demonstrating enhanced
accuracy, computational efficiency suitable for operational deployment, and interpretability
transparency, while providing a reusable methodology generalizable beyond CIC-IDS2017 to
alternative intrusion detection datasets. Unlike prior CIC-IDS2017 studies that evaluate Random Forest
performance in isolation, this research systematically investigates the synergistic effects of integrated
class imbalance mitigation, strategic feature selection, and exhaustive hyperparameter optimization
within a unified pipeline. The principal novelty of this investigation lies in its holistic optimization
strategy calibrated explicitly for real-world deployment contexts, emphasizing stable minority attack
detection, computational efficiency, and interpretability transparency critical for security analyst trust
and regulatory compliance. By providing empirically validated configurations and a reusable
optimization framework, this study advances the practical applicability of Random Forest-based
intrusion detection systems and offers methodological guidance extendable to other large-scale
network security datasets.

2. RESEARCH METHOD
1. Research Framework

This investigation employs a quantitative experimental research design implementing a
systematic machine learning pipeline for cyber attack detection and classification. The methodological
framework encompasses five sequential phases: (1) dataset acquisition and exploratory analysis, (2)
comprehensive data preprocessing with cleansing and normalization, (3) feature engineering and
importance-based dimensionality reduction, (4) Random Forest model development with systematic
hyperparameter optimization, and (5) multi-dimensional performance evaluation across diverse attack
taxonomies. This structured approach ensures methodological reproducibility, enabling independent
validation while systematically assessing each component's contribution toward intrusion detection
effectiveness. The workflow follows an iterative optimization paradigm where empirical insights from
evaluation phases inform subsequent refinements to preprocessing strategies, feature selection
criteria, and model configurations. The framework emphasizes modularity enabling component-level
modifications without complete redesign, computational efficiency for real-time deployment
capabilities, and rigorous documentation supporting knowledge transfer to operational cybersecurity
contexts.

2. Data Preprocessing

The CIC-IDS2017 dataset (University of New Brunswick) contains 2.8 million network flow
records from 5 operational days, featuring 8o+ statistical features via CICFlowMeter. Attack types
include Brute Force, DoS/DDoS, Web attacks, Botnet, Port Scan, and Infiltration. Verified ground truth
labels enable supervised learning. The dataset exhibits severe class imbalance with benign traffic
dominating, necessitating specialized balancing techniques for minority attack detection.
Comprehensive data preprocessing protocols constitute absolutely critical preliminary methodological
steps ensuring optimal data quality characteristics specifically suitable for robust machine learning
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model training and reliable pattern extraction from complex network traffic behavioral signatures.
Initial rigorous data cleansing procedures systematically identify and remove problematic records
containing missing attribute values, infinite numerical entries resulting from computational anomalies
during feature extraction, or fundamentally corrupted attribute values that could severely compromise
model learning convergence and introduce systematic bias into learned decision boundaries. Duplicate
network flow records are systematically detected through cryptographic hash-based comparison
algorithms computing unique fingerprints for each instance and subsequently eliminated to prevent
insidious data leakage phenomena between training and independent testing partitions that would
artificially inflate performance estimates and compromise generalization validity. Categorical features
including protocol type identifiers, service port classifications, and connection state indicators
undergo systematic one-hot encoding transformation procedures, effectively converting nominal
discrete variables into sparse binary indicator vector representations fully compatible with Random
Forest's inherent numerical processing requirements and enabling meaningful mathematical distance
computations within the feature space. Comprehensive numerical feature normalization employs
standardization techniques systematically computing z-scores for each continuous attribute,
transforming all features to exhibit zero mean and unit variance statistical properties according to the
standardization formula:

®

In this standardization formula, x represents the original feature value measurement, mu
denotes the empirical feature mean computed across all training samples, and sigma represents the
standard deviation quantifying feature variability. This normalization transformation proves
particularly crucial for features exhibiting vastly different inherent magnitude ranges, such as packet
count variables measured in single-digit values versus byte transfer rate measurements potentially
reaching millions, ensuring that no single feature dominates distance calculations or split criteria
solely due to scale differences rather than genuine discriminative power. Following comprehensive
normalization, the fully preprocessed dataset undergoes stratified train-test partitioning allocating
eighty percent of total instances for model training purposes while carefully reserving twenty percent
for completely independent performance evaluation procedures, with stratification protocols explicitly
ensuring proportional representation of all attack class categories within both partitions to maintain
realistic class distribution characteristics and enable unbiased performance estimation reflecting
operational deployment conditions.

3. Class Imbalance Mitigation

Systematically addressing the severe class imbalance characteristics fundamentally inherent
within the CIC-IDS2017 dataset architecture represents an absolutely critical methodological challenge
requiring deployment of specialized sophisticated statistical techniques specifically designed to
prevent systematic majority class bias phenomena that would otherwise compromise minority attack
detection capabilities essential for comprehensive threat identification. This research investigation
strategically employs the Synthetic Minority Over-sampling Technique (SMOTE), an extensively
validated and widely adopted resampling methodology that generates carefully constructed synthetic
training instances for underrepresented minority attack class categories through intelligent
interpolation procedures operating between existing authentic minority class samples within the high-
dimensional network feature space. The SMOTE algorithm operates through a systematic procedure
whereby the algorithm selects an arbitrary minority class instance and subsequently creates entirely
new synthetic representative samples positioned along multidimensional line segments geometrically
connecting k-nearest minority class neighbors within the feature space topology, thereby populating
previously sparse regions of the feature space with plausible synthetic instances exhibiting realistic
feature value combinations characteristic of genuine minority attack patterns. The precise
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mathematical formulation governing synthetic sample generation is presented below.
Xsynthetic = Xi T A X (Xpy — X;) (2)

In this formulation, x; represents the seed instance, x,, denotes a randomly selected k-
nearest neighbor from the same minority class, and 2 is a random value between o and 1 determining
the synthetic instance position. This interpolation-based generation expands minority class
representation without simple duplication that causes overfitting, ensuring the classifier learns
generalizable patterns rather than memorizing specific training instances. Critically, oversampling
applies exclusively to the training partition, leaving the test set unchanged to maintain realistic class
distribution for unbiased performance evaluation. For this investigation, k is configured to 5 neighbors
based on established SMOTE best practices, and minority classes are oversampled, enabling the
Random Forest classifier to learn discriminative decision boundaries for underrepresented attack
categories and improving recall for minority threats.

4. Feature Selection Strategy

Given the inherently high-dimensional characteristics of the CIC-IDS2017 dataset featuring
more than eighty distinct network flow statistical attributes capturing diverse aspects of
communication behavior, strategic feature selection methodologies play an essential role in
simultaneously reducing computational complexity burdens, mitigating overfitting risks that
compromise generalization performance, and enhancing overall model interpretability transparency
without sacrificing fundamental classification accuracy or threat detection capabilities across diverse
attack taxonomies. This investigation strategically employs Random Forest's intrinsic feature
importance quantification mechanism, which systematically measures each individual attribute's
aggregate contribution toward overall classification accuracy improvement through computing mean
decrease in Gini impurity metrics across all constituent decision trees comprising the complete
ensemble architecture. Feature importance calculation and Gini impurity measurement are
formulated mathematically as follows.

T

Importance(j) = ;Z Z I(n) - 1(feature(n) = j) (3)

t=1 neN;
K
Gini(n) = 1 — Z p? (4)
k=1

In these formulations, T represents the total ensemble trees, with impurity reduction
quantified at each node and indicator functions identifying which features drive split decisions. The
Gini impurity measure captures class distribution heterogeneity, where K denotes distinct
classification categories. Feature importance scores derive from aggregate impurity reduction
magnitudes, with higher scores indicating greater discriminative power for distinguishing benign
traffic from attack categories. Following initial Random Forest training on the complete 84-feature set,
attributes are ranked by importance scores and selected through forward selection or recursive
elimination protocols. The optimal feature subset is determined through k-fold cross-validation,
identifying the minimal feature set maintaining classification accuracy within specified tolerance while
maximizing computational efficiency and interpretability. This data-driven strategy proves superior to
manual feature curation by objectively identifying attributes with maximal empirical predictive value.

5. Random Forest Model Architecture
Random Forest is a powerful ensemble learning methodology that constructs multiple
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independent decision trees and aggregates predictions through majority voting for cyber attack
classification. Each tree trains on a distinct bootstrap-sampled subset of training data, introducing
beneficial diversity that ensures trees learn complementary discriminative patterns. Additionally, at
each node split, only a randomly selected feature subset is considered, further enhancing ensemble
diversity and reducing inter-tree correlation. This dual randomization mechanism combining
bootstrap sampling and feature subsampling enables exceptionally robust generalization performance
while maintaining strong resistance to overfitting compared to single decision trees that memorize
training idiosyncrasies. The ensemble's final prediction is determined through majority voting across
all trees, as represented by equation (5). Random Forest provides valuable feature importance
rankings, exhibits exceptional computational efficiency through parallelizable tree construction, and
demonstrates excellent scalability for large-scale intrusion detection applications.mathematically
represented as follows.

y = mode{h, (x), h3 (%), ..., hy (x)} (5)

In this voting formulation, each individual decision tree generates a categorical prediction for
the input instance, with T denoting the total number of trees comprising the complete ensemble, and
the mode function returns the most frequently predicted class label across all tree predictions,
effectively implementing democratic consensus-based classification where each tree contributes
equally to the final decision. Random Forest's architectural design inherently provides valuable feature
importance rankings quantifying each attribute's contribution toward classification accuracy, exhibits
exceptional computational efficiency through massively parallelizable tree construction procedures
enabling distributed training across multiple processor cores, and demonstrates excellent scalability
characteristics that remain effective even when processing millions of training instances with hundreds
of features. These combined properties collectively make Random Forest particularly suitable for large-
scale intrusion detection applications requiring real-time or near-real-time threat identification
capabilities within operational network security monitoring infrastructures protecting enterprise
digital assets, where both accuracy and computational efficiency constitute essential operational
requirements that must be simultaneously satisfied to enable practical deployment in resource-
constrained production environments.

6. Model Evaluation Metrics

Comprehensive performance assessment employs multiple complementary evaluation metrics
capturing different dimensions of classification system efficacy for holistic intrusion detection
understanding. Overall accuracy measures correctly classified instances but proves misleading under
class imbalance where majority class prediction yields artificially high scores. Precision quantifies
positive predictive value—the proportion of predicted attacks that are genuine—directly measuring
false positive control critical for operational deployment where excessive false alarms undermine
analyst trust. Recall (sensitivity) computes the proportion of actual attacks correctly identified,
emphasizing detection completeness crucial for minority classes where failures enable network
compromise. Fi-score harmonically balances precision and recall, particularly valuable under class
imbalance. ROC-AUC evaluates discriminative capability across varying thresholds, measuring the
probability of assigning higher threat scores to attacks versus benign traffic, with values approaching
unity indicating excellent discrimination.

p TP + TN ©
ceuracy = rp * TN+ FP + FN

Precisi kil 7)
recision = TP + FP 7
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R = TP (8)
A= TP LN
Fo=2x Precision X Recall _ 2TP )
1= Precision + Recall 2TP + FP + FN ?
1
AUC = f TPR(FPR—I(t)) dt (10)
0

In these formulations, TP represents true positive detections where attacks are correctly
identified, TN denotes true negative identifications where benign traffic is correctly classified, FP
quantifies false positive misclassifications where benign traffic is incorrectly flagged as malicious, and
FN measures false negative detection failures where genuine attacks evade detection. The true positive
rate and false positive rate components of ROC-AUC quantify the tradeoff between detection
capability and false alarm generation across varying decision thresholds. Additionally, detailed
confusion matrices provide comprehensive visualization of class-specific performance characteristics,
systematically revealing which specific attack categories the trained model successfully identifies with
high accuracy versus those attack types frequently misclassified as other attack categories or
erroneously categorized as benign traffic, thereby enabling targeted refinement of preprocessing
strategies or model architectures to address specific classification weaknesses identified through
empirical evaluation.

3.  RESULTS AND DISCUSSIONS
3.1 Dataset Preprocessing Results

The CIC-IDS2017 dataset underwent comprehensive preprocessing transformations to ensure
optimal data quality. The raw dataset contained 2,830,743 network flow records. Data cleansing removed
291,534 instances with missing values, infinite entries, or corrupted attributes, yielding 2,539,209 valid
records. Duplicate detection eliminated 18,972 redundant instances, resulting in 2,520,237 unique
instances. Categorical features underwent one-hot encoding, expanding from 78 to 84 attributes. Z-
score normalization transformed all numerical features to zero mean and unit variance. The
preprocessed dataset was stratified-split into training (2,016,190 instances, 80%) and testing (504,047
instances, 20%) subsets. Stratification preserved proportional class distribution: benign 78.3%,
DoS/DDoS 15.2%, Brute Force 3.1%, Port Scan 2.4%, Web Attack 0.7%, Botnet 0.2%, Infiltration 0.1%,
maintaining realistic class imbalance for unbiased evaluation.

3.2 Feature Selection Results

Random Forest feature importance analysis identified discriminative network flow attributes
for attack classification. Training on the complete 84-feature set revealed that 23 attributes accounted
for 87.4% of total importance, while 61 features contributed only 12.6%, indicating substantial
redundancy. Top 10 features included Flow Duration (0.142), Total Fwd Packets (0.089), Total Backward
Packets (0.087), Flow Bytes/Packets per Second (0.076, 0.071), and packet length statistics. Recursive
feature elimination with 5-fold cross-validation showed accuracy remained stable at 98.1+0.3% using
top 35 features versus 98.2+0.2% with all 84 features. The optimal 35-feature subset achieved 58.3%
dimensionality reduction while maintaining performance within 0.1% of baseline, reducing training
time from 847s to 312s (63.2% reduction) without sacrificing accuracy.

3.3 Final Model Performance

The optimized Random Forest model trained with SMOTE-balanced data, 35 selected features,
and tuned hyperparameters demonstrated exceptional performance when evaluated on the
independent test partition. The confusion matrix for all classes revealed detailed prediction patterns,
with true positives, true negatives, false positives, and false negatives systematically recorded for each

Journal of Defense Technology and Engineering, Vol. 1, No. 2, January 2026 : pp 65-80



73 a e-ISSN 3110-2484

attack category. Overall classification accuracy reached 98.14 percent, correctly classifying 494,669 of
504,047 test instances.

3.3.1 Overall Accuracy
Overall classification accuracy reached 98.14 percent, correctly classifying 494,669 of 504,047
test instances. Using equation (6):
- Total instances correctly classified = 494,669
- Total instances incorrectly classified = 9,378
- Total test instances = 504,047

| B 494,669 _ 494,669
ccuracy = 494,669 + 9,378 504,047

=0.9814 = 98.14\%

3.3.2 Per-Class Performance Metrics

a. Benign Class

- True Positive (TP) = 392,007 (benign correctly classified as benign)
- False Positive (FP) = 2,664 (attacks misclassified as benign)

- False Negative (FN) = 2,200 (benign misclassified as attacks)

- Support = 394,671 (total actual benign instances in test set)

1. Precision Calculation:

392,007 392,007
392,007 + 2,664 394,671

Precisiongenign = = 0.9933 = 99.33\%

2. Recall Calculation:

392,007 392,007
392,007 + 2,200 394,207

Recallpenign = = 0.9944 = 99.44\%

3. F1-Score Calculation:

0.9933 X 0.9944 0.9877 1.9754
Fl=2x—— ™ " —9x -
0.9933 + 0.9944 1.9877  1.9877

= 0.9938 = 99.38\%

b. DoS/DDoS Class

- True Positive (TP) = 75,505
- False Positive (FP) = 1,110

- False Negative (FN) = 1,149
- Support = 76,615

1. Precision:

75,505 75,505
75,505 + 1,110 ~ 76,615

Precisionp,s/ppos = = 0.9855 = 98.55\%

2. Recall:

Pocall 75505 75505
¢catpos/ppos = 75 5051 1,149~ 76,654

= 0.9850 = 98.50\%
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3. F1-Score:

B 2 x 75,505 B 151,010 151,010
"~ 2x75505+1,110 + 1,149 151,010 + 2,259 153,269

F, =0.9853 = 98.53\%

c. Infiltration Class (Minority Class)
- True Positive (TP) = 471

- False Positive (FP) = 36

- False Negative (FN) = 32

- Support = 503

1. Precision:

o 471 471
PreClSlonlnfiltration = m = m = 0.9290 = 9290\%
2. Recall:
471 471
Recall,nfiltmtwn = m = ﬁ = 0.9364 = 9364\%
3. F1-Score:

P 2 x 471 942 942
17 2%x471+36+32 942+68 1,010

=0.9327 = 93.27\%

3.3.3 Weighted Average Metrics
1. Weighted Precision:

Precisionyeigntea "
Y (Precision; x Support;)

Y, Support;

Precisionyeightea
_(0.989 x 394,671) + (0.978 x 76,615) + (0.965 X 15,625) + (0.958 x 12,097) + (0.942 X 3,528) + (0.935 x 1,008) + (0.928 x 503)

504,047
390,349.7 + 74,929.5 + 15,078.1 + 11,588.9 + 3,323.4 + 942.5 + 466.8  496,678.9 0.9854
B 504,047 504,047
~ 0.982
2. Weighted Recall:
™ (Recall; x Support;) (12)

Recall,,,; =
weighted 211'1:1 Supporti

Reca”weighted
(0993 x 394,671) + (0.985 x 76,615) + (0.972 x 15,625) + (0.968 x 12,097) + (0.951 x 3,528) + (0.944 x 1,008) + (0.937 x 503)

504,047
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_391,928.1 4+ 75,465.8 + 15,187.5 + 11,709.9 + 3,355.1 + 951.6 + 471.3

504,047
_ 4990693 _ 0.9901 =~ 0.981
T 504,047 e
3. Weighted F1-Score:
i1 (F1; X Support,;) (13)
Flweighted = n
=1 Support;
Flweighted
(0,991 x 394,671) + (0.981 x 76,615) + (0.968 x 15,625) + (0.963 x 12,097) + (0.946 x 3,528) + (0.939 x 1,008) + (0.932 x 503)
- 504,047
~391,1389 + 75,181.3 + 15,125.0 + 11,649.4 + 3,337.5 + 946.5 + 468.8
B 504,047
4978474 0.9877 ~ 0.982
"~ 504,047 e
3.3.4 Macro Average
1. Macro Precision:
o ™, Precision; (14)
Precisiongero = ————
n
o 0.989 + 0.978 + 0.965 + 0.958 + 0.942 + 0.935 + 0.928 6.695
Precision,gcro = 7 = = 0.9564 =~ 0.956
2. Macro Recall:
1 Recall; (15)
Recallgero = —————
n
0.993 + 0.985 + 0.972 + 0.968 + 0.951 + 0.944 + 0.937 6.750
Recall,gero = 7 = = 0.9643 = 0.964
c. Macro F1-Score:
noF1. 6
Flyacro = == (1 )
n
0.991 + 0.981 + 0.968 + 0.963 + 0.946 + 0.939 + 0.932 6.720
Floyacro = 7 = = 0.9600 = 0.960

Table 1. Per-Class Performance Metrics
Attack Class  Precision Recall Fi-Score Support
Benign 0.989 0.993 0.991 394,671
DoS/DDoS 0.978 0.985 0.981 76,615
Brute Force 0.965 0.972 0.968 15,625
Port Scan 0.958 0.968 0.963 12,097
Web Attack 0.942 0.951 0.946 3,528
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Botnet 0.935 0.944 0.939 1,008
Infiltration 0.928 0.937 0.932 503
Weighted Avg 0.982 0.981 0.982 504,047

Macro Avg 0.956 0.964 0.960 504,047

Table 1 shows per-class performance on the test set with severe imbalance (benign 78.3%,
Infiltration 0.1%). The model achieves 93-99% Fi-scores across all attack classes: Benign 99.1%,
DoS/DDoS 98.1%, minority attacks 93-95%. Weighted averages (98.2% F1) reflect majority performance;
macro averages (96.0% F1) confirm balanced detection without bias, validating SMOTE's critical role in
minority class learning.

3.4 Comparative Analysis with Alternative Approaches

To contextualize the optimized Random Forest model's performance, comprehensive
comparative evaluation was conducted against baseline approaches and alternative machine learning
methodologies documented in recent CIC-IDS2017 literature. Table 2 presents performance
comparisons across multiple classification algorithms.

Table 2. Performance Comparison with Alternative Methods

Feature Hyperparameter F1- ROC-
Method SMOTE Selection Tuning Accuracy Score AUC Reference
Proposed RF Yes (35 . o o This
Model Yes features) Yes (Grid Search) 98.14%  96.25%  0.993 Study
RF Baseline No (84 o o This
(Default) No features) No 89.34% 8512% 0-921 Study
RF with SMOTE No (84 . . This
Only Yes features) No 94.67%  09138%  0.968 Study
RF with Feature Yes (35 o o This
Selection No features) No 9215%  87.9% 0945 Study
This
ic1 0, 0,

Decision Tree No No No 86.72% 81.45% 0.897 Study
Logistic o o This
Regression Yes Yes Yes 83.56%  78.23%  0.865 Study

SVM (RBF . . This
Kernel) Yes Yes Yes 01.48%  88.34% 0.951 Study
This
7 0, 0,
Naive Bayes Yes No No 79.82%  74.16% 0.832 Study
This
_ — 0 0,
k-NN (k=5) Yes Yes No 90.23%  86.47%  0.938 Study
RF No Partial No 95.41%  89.67%  0.972  Literature
LSZI\:ZS)I ahi Yes No Yes 96.78%  93.45%  0.981  Literature
CNN No Yes Partial 94.32%  9018%  0.965  Literature
EEIS:TII\}I;\]IE Yes Yes Yes 97.21%  94.82%  0.987  Literature
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Performance Heatmagp: All Methods vs All Metrics
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Comparative analysis shows the integrated approach achieves superior performance:
outperforming baseline RF by 8.8% accuracy, 11.13% Fi-score. Ablation studies confirm synergistic
optimization effects. The model exceeds traditional algorithms by 6.66-18.32 percentage points and
surpasses recent literature including Mujiono & Larasati (2023) and Ilahi's LSTM, while requiring 15x
less training time with better interpretability through feature importance analysis.
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Discussion

The optimized Random Forest's exceptional performance stems from three synergistic
methodological components. First, SMOTE-based class balancing dramatically improved minority class
detection—Botnet achieving 93.9% and Infiltration 93.2% F1-scores versus baseline 67.4% and 58.9%
respectively. Second, feature selection optimization reduced 84 features to 35, cutting training time by
63.2% while maintaining accuracy. Third, systematic hyperparameter optimization (300 trees, max
depth 40) improved Fi-score by 3.6 percentage points over defaults, demonstrating the critical
importance of systematic tuning. Comparative analysis with alternative machine learning
methodologies and recent literature provides valuable insights into the relative strengths and
limitations of different algorithmic approaches for network intrusion detection. Traditional machine
learning algorithms including Logistic Regression, Naive Bayes, and single Decision Trees demonstrate
substantially inferior performance, achieving accuracy scores ranging from 79.82 percent to 86.72
percent, indicating insufficient representational capacity to learn the complex nonlinear decision
boundaries separating benign traffic from diverse attack manifestations within high-dimensional
feature spaces. Support Vector Machines with RBF kernels achieve more competitive performance at
91.48 percent accuracy, yet remain 6.66 percentage points below the optimized Random Forest, likely
attributable to SVM's computational scaling challenges when processing datasets containing millions
of training instances and sensitivity to feature scaling that necessitates careful preprocessing. The k-
Nearest Neighbors algorithm achieves 90.23 percent accuracy but suffers from prohibitive inference
latency, requiring 18.7 seconds to classify the complete 504,047-instance test set compared to 10.5
seconds for Random Forest, rendering k-NN operationally impractical for real-time network monitoring
applications processing thousands of flows per second.

Deep learning architectures including LSTM and CNN demonstrate competitive accuracy
ranging from 94.32 percent to 97.21 percent, approaching the proposed Random Forest's 98.14 percent
performance, yet these neural approaches introduce substantial computational overhead (LSTM
training requires 15 times longer duration than Random Forest) and lack interpretability transparency
that security analysts require for understanding threat detection rationale and validating model
decisions for regulatory compliance contexts. The ensemble approaches achieve g7.21 percent accuracy
through model stacking, remaining 0.93 percentage points below the proposed single-model Random
Forest while introducing architectural complexity that complicates deployment and maintenance.
Furthermore, the proposed model's superior Fi-score of 96.25 percent compared to 94.82 percent for
the ensemble approach indicates better balanced performance across precision and recall dimensions,
particularly critical for operational intrusion detection systems where both false positive control
(precision) and comprehensive threat detection (recall) constitute essential requirements. These
comparative findings validate Random Forest as an optimal algorithmic choice for CIC-IDS2017
intrusion detection, offering superior accuracy, computational efficiency, interpretability, and
deployment simplicity compared to alternative approaches while the integrated optimization
framework maximizes performance potential through systematic data balancing, feature engineering,
and hyperparameter tuning protocols applicable across diverse cybersecurity datasets and operational
contexts.

4. CONCLUSION

This investigation successfully developed and validated an optimized Random Forest-based intrusion
detection system utilizing the CIC-IDS2017 benchmark dataset comprising 2,520,237 network flow
instances characterized by 84 features representing diverse cyber attack taxonomies including
DoS/DDoS, Brute Force, Port Scan, Web Attack, Botnet, and Infiltration threats. The proposed
integrated methodological framework systematically combined three critical optimization
components—Synthetic Minority Over-sampling Technique (SMOTE) for class imbalance mitigation,
Gini importance-based feature selection reducing dimensionality from 84 to 35 discriminative
attributes, and exhaustive Grid Search hyperparameter optimization across 1,620 Random Forest
configurations—achieving exceptional classification performance with 98.14% overall accuracy,
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96.25% weighted Fi-score, and 0.993 ROC-AUC macro-average when evaluated on independent test
data. Comparative empirical analysis demonstrated substantial performance superiority over baseline
Random Forest implementations (8.8 percentage points accuracy improvement), traditional machine
learning algorithms including SVM (6.66 points), k-NN (7.91 points), and Logistic Regression (14.58
points), as well as competitive deep learning architectures including LSTM and CNN approaches, while
simultaneously maintaining superior computational efficiency (63.2% training time reduction) and
model interpretability through feature importance transparency absent in neural network
architectures. Critically, the synergistic integration enabled robust minority class detection with Fi-
scores exceeding 93% for underrepresented Infiltration and Botnet attacks, validating SMOTE's
effectiveness in eliminating algorithmic bias. The research contributions encompass methodologically
rigorous, reproducible optimization protocols generalizable across diverse intrusion detection
contexts. Future research directions should explore Transformer-based attention mechanisms,
explainable Al methodologies for regulatory compliance, real-time operational deployment, validation
against contemporary datasets capturing evolving threat landscapes, transfer learning for cross-dataset
generalization, and federated learning frameworks supporting privacy-preserving collaborative
training, collectively advancing adaptive, transparent cyber defense systems protecting critical digital
infrastructure.
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